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During ion acceleration by radiation pressure, a transverse inhomogeneity of an electromagnetic pulse leads to an off-axis displacement of the irradiated target, limiting the achievable ion energy. This effect is analytically described within the framework of a thin foil target model and with particle-in-cell simulations showing that the maximum energy of the accelerated ions decreases as the displacement from the axis of the target’s initial position increases. The results obtained can be applied to the optimization of ion acceleration by the laser radiation pressure with mass-limited targets. © 2015 AIP Publishing LLC.

I. INTRODUCTION

Studies of the high-energy ion generation in the interaction between an ultra-intense laser pulse and a small overdense target are of fundamental importance for various research fields, ranging from the development of ion sources for thermonuclear fusion and medical applications to the investigation of high energy density phenomena in relativistic astrophysics (see review articles1–7 and the literature cited therein).

Theory and experiments on laser acceleration can clarify the basic features of particle acceleration in astrophysical objects. Indeed, according to the common viewpoint, activities of radio pulsars, active galactic nuclei, and even gamma-bursts are related to a highly magnetized wind wherein the electric field strength is approximately equal to the magnetic one.8 Charged particles produced in such a wind can acquire energies of the order of \(m_e c^2\gamma_w^2\), which is much higher than the energy of the wind (\(\approx m_e c^2/\gamma_w\)).9,10 Here, \(\gamma_w\) is the Lorentz-factor associated with the wind velocity. Moreover, regions where the electric field is stronger than the magnetic field can form in the interaction of the wind with external environments, such as a companion star in a close binary system or current sheets in pulsar winds. In these regions, the acceleration of particles can be even more effective.11,12

Depending on the laser and target parameters, different regimes of ion acceleration can occur, such as acceleration at the target surface, known as the target normal sheath acceleration (TNSA),13–16 Coulomb explosion,17–20 and the radiation pressure-dominated acceleration (RPDA) regime.21–24 These regimes are shown on the plane of the laser intensity and the target surface density \(n_a l_0\) in Fig. 1 (see also Ref. 6).

Here, \(n_a\) and \(l_0\) are the electron density and thickness of the target, respectively. At the intensities above \(10^{18}\) W/cm\(^2\), the plasma electron energy becomes relativistic. In Fig. 1, the dashed line is given by the formula

\[
a_0 = n_a r_e \lambda l_0, \tag{1}
\]

where \(a_0 = eE_0/m_e c^2\) is the dimensionless laser pulse amplitude, \(\omega\) and \(\lambda = 2\pi c/\omega\) are the laser frequency and wavelength, respectively, and \(r_e = e^2/m_e c^2 = 2.8 \times 10^{-13}\) cm is the classical electron radius, where \(m_e\) and \(e\) are the electron mass and charge, respectively, and \(c\) is the speed of light in vacuum. This line separates the intensity–surface density plane into two domains. Below the line, plasma is opaque to laser radiation; above the line, plasma is transparent.25,26 When the laser radiation interacts with an opaque target, a relatively small portion of hot electrons can escape, forming a sheath with a strong electric charge separation. The corresponding electric field accelerates ions in the TNSA regime. Above the dashed line, the laser radiation is so intense that it blows out almost all electrons from the irradiated region of the target. The remaining ions undergo fast expansion, known as Coulomb explosion, due to the repelling of non-compensated electric charges. At the opaqueness–transparency threshold, in the vicinity of the dashed line in Fig. 1, the optimal conditions for ion acceleration in the RPDA regime are realized.22,27,28 A fundamental feature of the RPDA acceleration process noticed by Veksler21 is high efficiency: in the ultrarelativistic limit, the ion energy per nucleon turns out to be proportional to the electromagnetic pulse energy. As far as it concerns the experimental evidence of the RPDA mechanism, there are indications of its realization in the laser–thin foil interactions reported in Refs. 29–31.

In investigations of laser-driven ion acceleration, considerable attention is paid to a target with a small transverse size, comparable with the laser pulse waist. Such a target is called a mass limited target (MLT) or reduced mass...
target, this concept also includes cluster targets. \cite{32,33,34,35,36,37,38} The use of MLT enables the enhancement of the ion energy and acceleration efficiency, and provides an opportunity for high-brightness X-ray generation. \cite{40,41} The irradiation of an MLT by enough high intensity lasers is one of the most promising approaches to the development of compact ion accelerators. \cite{42,43} We also note that in the RPDA regime of laser-foil interaction, \cite{22,23,24} the accelerated high-density portion of plasma tears off the foil and becomes an MLT; hence, the interaction with the MLT is a generic case of the RPDA regime.

In this study, we discuss the RPDA regime when a transversely inhomogeneous laser pulse irradiates an MLT positioned slightly off the laser pulse axis. This situation naturally occurs due to the limited pointing stability of a laser system. As a result, the transverse component of the radiation pressure leads to the displacement of the irradiated target in the off-axis direction. Apparently, after a finite time interval, the target moves out of the laser pulse, so that the ion acceleration ceases. Below, using a theoretical model of the interaction with the MLT using the REMP code, \cite{46} we calculate the acceleration time and the achieved ion energy depending on the laser pulse amplitude and waist, and the initial displacement of the target from the laser axis. According to recent studies, various instabilities of the target plasma appear in the RPDA regime. For instance, a Rayleigh–Taylor-like instability \cite{44,45} leads to the target modulation forming low-density bubbles and high-density clumps, resulting in a broadening of the accelerated ion energy spectrum. To elucidate the kinetic and nonlinear effects and instabilities, we conduct the particle-in-cell (PIC) simulations of the finite waist laser pulse interaction with the MLT using the REMP code. \cite{46}

II. THE DYNAMICS OF A MASS–LIMITED TARGET POSITIONED SLIGHTLY OFF-AXIS

A. The equations of motion

We describe the nonlinear dynamics of a laser accelerated target within the framework of the thin shell approximation formulated by Ott \cite{47} and further generalized to the 3D geometry in Refs. 48 and 49 and extended to the relativistic case in Refs. 42–45.

Following Refs. 42–45, here we derive a model for the MLT dynamics. The equations of motion of the surface element of a thin foil target in the laboratory frame of reference can be written in the form

\[ \frac{dp}{dt} = \frac{P\nu}{\sigma}, \]

where \( p, P, \nu, \) and \( \sigma \) are the momentum, light pressure, unit vector normal to the target surface element, and surface density, \( \sigma = n_0 l_0 \), respectively. Here, \( n_0 \) and \( l_0 \) are the plasma ion density and target thickness, respectively. The surface element \( \Delta s \) carries \( \Delta N = \sigma \Delta s \) particles, where \( \Delta N \) is a constant in time. We assume that the target is initially at rest, at \( t = 0 \), in the plane \( x = 0 \). To describe how its shape and position change with time, it is convenient to introduce the Lagrange coordinates, \( \eta \) and \( \zeta \), playing the roles of the markers of a target surface element. The target surface shape and position are represented by the following function:

\[ \mathbf{M} = \mathbf{M}(\eta, \zeta, t) \equiv \{x(\eta, \zeta, t), y(\eta, \zeta, t), z(\eta, \zeta, t)\}. \]

At a regular point, the surface area of a target element and the unit vector normal to the target are equal to

\[ \nu \Delta s = \frac{\partial_n \mathbf{M} \times \partial_t \mathbf{M}}{[\partial_m \mathbf{M} \times \partial_n \mathbf{M}]}, \]

respectively (see, e.g., Ref. 50). The conservation of particle number implies that \( \sigma \Delta s = \sigma_0 \Delta s_0 \), where \( \sigma_0 = n_0 l_0 \). This yields

\[ \sigma = \frac{\sigma_0}{[\partial_n \mathbf{M} \times \partial_t \mathbf{M}]} \]

Using these relationships and representing the coordinates \( x, y, z \) as

\[ x = \xi_i(\eta, \zeta, t), \]
\[ y = \eta + \xi_j(\eta, \zeta, t), \]
\[ z = \zeta + \xi_k(\eta, \zeta, t), \]

with initial conditions \( \xi_i(\eta, \zeta, 0) = 0 \) and \( \dot{\xi}_i(\eta, \zeta, 0) = \nu(\eta, \zeta, 0) \), we obtain the equations of motion in the form \cite{45}

\[ \sigma_0 \partial_\eta p_\eta = \mathcal{P}(1 + \partial_\eta^2 \zeta + \partial_\zeta^2 \zeta + \{\xi_j, \xi_k\}), \]
\[ \sigma_0 \partial_\eta p_\zeta = \mathcal{P}(-\partial_\zeta^2 \zeta + \{\xi_j, \xi_k\}), \]
\[ \sigma_0 \partial_\eta p_z = \mathcal{P}(-\partial_\eta^2 \zeta + \{\xi_j, \xi_k\}), \]
\[ \partial_\zeta^2 \xi_i = c \frac{p_i}{(m_i^2 c^2 + p_i^2)^{1/2}}, \]

Here, \( m_i \) is the ion mass; \( i = 1, 2, \) and \( 3 \); repeated indices implicitly denote summation; and

\[ \{\xi_j, \xi_k\} = \partial_\eta^2 \xi_j \partial_\zeta^2 \xi_k - \partial_\xi^2 \xi_j \partial_\xi^2 \xi_k \]
are Poisson’s brackets. This form of these equations is particularly convenient for analyzing a small but finite displacement of the target element from the axis.

The radiation pressure exerted on the target by a circularly polarized electromagnetic wave propagating along the \( x \)-axis with amplitude \( E = E(t - x/c) \) is

\[
P = K \frac{E^2}{4\pi} \left( \frac{1 - \beta_x}{1 + \beta_x} \right),
\]

where \( \beta_x = p_x/m_v^2 c^2 + p_x^2 c^{-1/2} \) is the target element normalized velocity in the \( x \)-direction. The coefficient \( K \) is equal to

\[
K = 2|\rho|^2 + |x|^2,
\]

where \( |\rho|^2 \) and \( |x|^2 \) are the light reflection and absorption coefficients, respectively (see also Refs. 51 and 52). The effects of the reflection coefficient dependence on the ion energy due to the relativistic transparency have been discussed in Refs. 27 and 28. For simplicity, we assume an ideally reflective target with \( K = 2 \).

We note here that in Eqs. (10)–(12), there is no interaction between the target surface elements. We consider a MLT for which the Lagrange coordinates \( \eta \) and \( \zeta \) belong to a finite domain, \( \eta \in [\eta_1, \eta_2] \) and \( \zeta \in [\zeta_1, \zeta_2] \).

For a homogeneous laser pulse, \( E = \) constant, the flat MLT is accelerated along the \( x \)-axis with \( p_x = 0 \), \( p_z = 0 \), \( \xi_z = 0 \), and \( \xi_x = 0 \). The ion momentum and displacement in the \( x \)-direction depend on time in the following way:\[^{22}\]

\[
\begin{align*}
\gamma_x^{(0)}(t) &= m_v c \left( \frac{t}{t_{1/3}} \right)^{1/3}, \\
\xi_x^{(0)}(t) &= c t - 3 c\xi_{1/3}^1 t^{1/3},
\end{align*}
\]

where the characteristic time is

\[
t_{1/3} = \frac{8\pi\sigma_0 m_v c}{3E^2}.
\]

Here, we assume that the target energy is ultrarelativistic, \( p_0^0/m_v c \gg 1 \).

Using relationships (17) and (18), we can easily find that the finite-duration laser pulse, \( t_{l\text{as}} \), accelerates the ions up to energy \( \gamma = m_v c^2 \gamma_{\text{max}} \) with the gamma-factor given by

\[
\gamma_{\text{max}} = \frac{E^2 t_{l\text{as}}}{4\pi\sigma_0 m_v c}.
\]

According to Eq. (17), the acceleration time, \( t_{\text{acc}} \), can be defined via \( \gamma_{\text{max}} = (t_{\text{acc}}/t_{1/3})^{1/3} \), assuming that at the end of acceleration the laser pulse rear reaches the target, as it is illustrated in Fig. 2. Thus, the acceleration time is determined by equation

\[
t_{l\text{as}} = \int_0^{t_{\text{l}}} \left( 1 - \frac{v(t)}{c} \right) dt = \frac{1}{2} \int_0^{t_{\text{l}}} \frac{v(t)}{\gamma(t)} dt.
\]

Equations (20) and (21) yield

\[
t_{\text{acc}} = \frac{2}{3} \gamma_{\text{max}}^2 t_{l\text{as}}.
\]

\[FIG. 2. The relative positions of the laser pulse (LP), having a duration of \( t_{l\text{as}} \), and the target (T), acquiring the velocity of \( v(t) \), at the beginning of the interaction, \( t = 0 \), and at the time when the laser pulse rear reaches the target, \( t = t_{\text{acc}} \).\]

B. Mass limited target irradiated by a Gaussian laser pulse

In order to analyze the transverse motion of the MLT irradiated by the laser pulse, we consider the pulse with an envelope of Gaussian form

\[
E(y, z) = E_0 \exp \left( -\frac{y^2}{2\sigma_y^2} - \frac{z^2}{2\sigma_z^2} \right),
\]

where the laser pulse width equals \( l_y \) and \( l_z \) in the \( y \)- and \( z \)-directions, respectively.

Assuming a small transverse displacement, \( \xi_y \ll \eta \), \( \xi_z \ll \zeta \), and considering the near-axis region, \( \eta \ll l_y, \zeta \ll l_z \), we obtain the linearized system of equations from Eqs. (10)–(12):

\[
\partial_t \left( \gamma_x^{(0)}(t) \right)^3 \partial_x \xi_x^{(1)} = \frac{c}{(\gamma_x^{(0)}(t))^2 (t_{1/3})} \frac{\partial_y \xi_y^{(1)}}{\gamma_x^{(0)}(t)} + \frac{\partial_z \xi_z^{(1)}}{\gamma_x^{(0)}(t)} - \frac{\eta^2}{2\sigma_y^2} - \frac{\zeta_x^2}{2\sigma_z^2},
\]

\[
\partial_t \left( \gamma_y^{(0)}(t) \right) \partial_y \xi_y^{(1)} = - \frac{c}{(\gamma_y^{(0)}(t))^2 (t_{1/3})} \partial_x \xi_x^{(1)},
\]

\[
\partial_t \left( \gamma_z^{(0)}(t) \right) \partial_z \xi_z^{(1)} = - \frac{c}{(\gamma_z^{(0)}(t))^2 (t_{1/3})} \partial_x \xi_x^{(1)},
\]

with a given dependence on time of the ion gamma-factor

\[
\gamma_x^{(0)}(t) = \left( \frac{t}{t_{1/3}} \right)^{1/3},
\]

which is found within the framework of the 1D model of thin foil RPDA.\[^{22}\] This approach corresponds to a so-called beta-approximation, which is well known in the theory of standard accelerators of charged particles.\[^{53}\] In these expressions, the characteristic time is \( t_{1/3} = 8\pi\sigma_0 m_v c/3E_0^2 \).

To find the solution to the system of partial differential equations, Eqs. (24)–(26), we use the ansatz

\[
\xi_x^{(1)}(\eta, \zeta, t) = \Xi_x(t) + \Xi_{y\eta}(t)\eta^2 + \Xi_{z\zeta}(t)\zeta_x^2,
\]

\[\]
We introduced a new independent variable equal to
\[
\tau = \left( \frac{c}{\sigma_0} \right)^{1/2} \int_0^t \frac{dt}{(y'(t))^{3/2}} \approx 3 c^{1/2} \left( \frac{t_{1/3}}{t_{1/3}} \right)^{1/6} t_{1/3}^{1/3}.
\] (36)

For the initial conditions \( \xi_s^{(1)}(\eta, \zeta, 0) = 0 \) and \( \xi_s^{(1)}(\eta, \zeta, 0) = 0 \), the solution to Eqs. (31)–(35) reads
\[
\Xi_{\text{supp}} = -9 c t \left( \frac{t_{1/3}}{t} \right)^{2/3}, \quad \Xi_{\text{zcl}} = -9 c t \left( \frac{t_{1/3}}{t} \right)^{2/3},
\] (37)
\[
\Xi_{\text{y}} = \frac{81 c t^2}{4 c t^2} \left( \frac{t_{1/3}}{t} \right)^{2/3}, \quad \Xi_{\text{z}} = \frac{81 c t^2}{4 c t^2} \left( \frac{t_{1/3}}{t} \right)^{2/3},
\] (38)
\[
\Xi_{\text{z}} = -\frac{729 c t^3}{100} \left( \frac{t_{1/3}}{t} \right)^{4/3} \left( \frac{1}{t_{1/3}^2} \right).
\] (39)

As seen from Eqs. (29) and (38), the target element with initial coordinates \( \eta \) and \( \zeta \) moves in the transverse direction with a displacement proportional to \( t^{1/3} \). We can estimate the time required to leave the region with a strong laser field as follows:
\[
\delta t_{\perp} = \left( \frac{4 l_{\perp}^3}{81 \delta r_0} \right)^{3/4} \left( \frac{1}{c^3 \sigma_0^{2/3}} \right)^{1/3},
\] (40)
where \( l_{\perp} = \min\{l_x, l_y\} \) and \( \delta r_0 = \max\{\delta \eta, \delta \zeta\} \). According to Eqs. (20) and (40), the achieved ion energy is of the order of
\[
E_{\text{z}} = m e c^2 \left( \frac{\delta t_{\perp}}{t_{1/3}} \right)^{1/3},
\] (41)
which implies that \( \delta t_{\perp} < t_{\text{acc}} \). The opposite case is realized for a small enough initial position of the MLT centroid, \( \delta r_0 \), and/or a wide enough laser pulse, which corresponds to a perfect laser-target alignment.

Using the relationships obtained above, we can write the characteristic time \( t_{1/3} \) as follows:
\[
t_{1/3} = \frac{2\omega_p^2}{m_p l_0} \frac{1}{o^2} \frac{1}{m_e c^2 a_0^3}.
\] (42)

For a solid density target, \( \omega_p^2 / o^2 \approx 10^2 \), with a thickness of \( l_0 = 0.1 \mu \text{m} \), and for a laser intensity of the order of \( 10^{22} \text{W/cm}^2 \) (corresponding to \( a_0 = 300 \)), protons \( (m_p = m_p) \) are accelerated with a characteristic time of \( t_{1/3} \approx 1.5 \text{ fs} \). In the case of the perfect laser-target alignment, the maximum achievable ion (proton) energy is \( m_p c^2 (t_{\text{acc}} / 3 t_{1/3}) \). For a 100 fs laser pulse duration, it is about 20 GeV with an acceleration time of 10 ps, as given by Eq. (22). The perfect alignment condition implies that \( \delta t_{\perp} > t_{\text{acc}} \).

C. Super-Gaussian laser pulse interaction with a mass limited target

Here, we analyze the case wherein the laser pulse envelope has a super-Gaussian form
\[
E(y, z) = E_0 \exp \left( -\frac{y^4}{2 \beta_y^4} \right)
\] (43)
with the index equal to 4. For the sake of brevity, we consider 2D geometry. Generalization to the 3D case is then straightforward.

For a small transverse displacement, \( \xi_s \ll \eta \), in the near-axis region, \( \eta \ll l_s \), within the framework of the betatron approximation, the target dynamics are described by the following linearized system of equations:
\[
\partial_t \left( y'(t) \right) = \partial_\eta \zeta_y(t) - \frac{y^4}{\beta_y^4},
\] (44)
\[
\partial_t \left( c t^2 \right) = \partial_\eta \zeta_s(t)
\] (45)
with the independent variable \( \tau \) defined by Eq. (36) and the ion gamma-factor \( y'(t) \) given by Eq. (27).

The self-similar solution to Eqs. (44) and (45) has the following form:
\[
\zeta_s^{(1)}(\eta, \tau) = \Xi_{\text{z}}(\tau) + \Xi_{\text{supp}}(\tau) \eta^2 + \Xi_{\text{zcl}}(\tau) \eta^2,
\] (46)
\[
\zeta_y^{(1)}(\eta, \tau) = \Xi_{\text{y}}(\tau) \eta + \Xi_{\text{supp}}(\tau) \eta^3.
\] (47)
Substituting these functions into Eqs. (44) and (45), we obtain the following ordinary differential equations:
\[
\frac{d}{dt} \left( y'(t) \right) = -\frac{1}{t_{1/3}^2},
\] (48)
\[
\frac{d}{dt} \left( c t^2 \right) = -4 \Xi_{\text{zcl}},
\] (49)
\[
\frac{d}{dt} \left( y'(t) \right) = 3 \Xi_{\text{supp}}.
\] (50)
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FIG. 3. The deformation of a thin target accelerated by a super-Gaussian laser pulse according to Eqs. (44), (45), and (53)–(55), for $l_y/ct_{1/3} = 2$ at $t/t_1/3 = 0.5$. The curves $x$, $v_x$, and $v_y$ that are the target position along the $x$-axis, and the $x$- and $y$-components of the target element velocity, respectively, are shown in the $(y, x)$ plane (here, $y$-axis is horizontal, $x$-axis is vertical). Inset: the near-axis region magnified.

\[
\frac{d}{d\tau} \left( \frac{1}{\gamma^2} \frac{d \Xi_{xy}}{d\tau} \right) = -2 \Xi_{xy}, \tag{51}
\]

\[
\frac{d}{d\tau} \left( \frac{1}{\gamma^2} \frac{d \Xi_x}{d\tau} \right) = \Xi_{yn}, \tag{52}
\]

For the initial displacement $\xi_x^{(1)}(\eta, 0) = 0$ and its time derivative $\dot{\xi}_x^{(1)}(\eta, 0) = 0$, the solution to Eqs. (48)–(52) is

\[
\Xi_{xyyy} = -\frac{9ct}{k_\gamma^4} \left( \frac{t_1/3}{t} \right)^{2/3}, \quad \Xi_{xyy} = \frac{81(\dot{ct})^2}{2t_1/3^2} \left( \frac{t_1/3}{t} \right)^{2/3}, \tag{53}
\]

\[
\Xi_{xy} = \frac{4374(\dot{ct})^3}{100t_1/3^4} \left( \frac{t_1/3}{t} \right)^{4/3}, \quad \Xi_{yn} = -\frac{6561(\dot{ct})^4}{400t_1/3^2} \left( \frac{t_1/3}{t} \right)^{4/3}, \tag{54}
\]

\[
\Xi_i = -\frac{285768(\dot{ct})^5}{156800t_1/3^2} \left( \frac{t_1/3}{t} \right)^2. \tag{55}
\]

As seen from expressions (44) and (45) and (53)–(55), the target is deformed in such a way that its periphery expands and its near-axis region contracts. This somewhat paradoxical behavior can be explained as follows. Due to the decrease in the density, the target elements move forward faster on the periphery than in the near-axis region. Therefore, the target curvature changes, resulting in the contraction of the near-axis elements, which is distinctly seen in Fig. 3. The longitudinal velocity (along the $x$-axis) has two maxima. The transverse velocity gradient (along the $y$-axis) is positive at large $y$ and negative near the axis, which corresponds, respectively, to the foil expansion on the periphery and to the foil compression near the axis.

III. THE RESULTS OF PARTICLE-IN-CELL SIMULATIONS

Theoretical analysis of the target off-axis displacement effects is conducted above within the framework of the linearized model equations (24)–(26). To consider the nonlinear and kinetic effects, as well as the target deformation and instability, we have conducted a series of 2D PIC simulations using the relativistic electromagnetic code REMP.\(^\text{56}\)

The simulation box is $300\lambda \times 100\lambda$ with a mesh resolution of 20 cells per laser wavelength $\lambda$. The total number of quasi-particles is equal to $7 \times 10^4$. The target has the form of an ellipsoid in the $(x, y)$ plane, with horizontal and vertical semi-axes equal to $1\lambda$ and $3.5\lambda$, respectively. It is initially located at $x = 50\lambda$ in the near-axis region. The initial transverse shift of the target (along the $y$-axis) varies from 0 to $1.8\lambda$. The target comprises hydrogen plasma with a proton-to-electron mass ratio of 1836. The electron density corresponds to the ratio $n_{pe}/\omega = 10$. A circularly polarized laser pulse is excited in the vacuum region at the left-hand side of the computation domain. The laser pulse has a Gaussian shape with a dimensionless amplitude $a = E/\omega m_{oc}$ varying from 250 to 325. Under the simulation conditions, the accelerated ion energy according to Eq. (20) is equal to 4.5 GeV. The acceleration length $l_{acc} = ct_{acc}$ is equal to $135\lambda$.

The chosen laser amplitude $a$ is close to the threshold above which it is necessary to consider the radiation reaction effects on the level of individual electrons\(^\text{54,55}\)

\[
a_{RR} = \left( \frac{3\lambda_M}{4\pi r_e} \right)^{1/3}, \tag{56}
\]

where $\lambda_M$ is the radiation wavelength in the frame of reference comoving with the accelerated target, ($\lambda_M \approx 2\gamma \lambda_0$). For $\lambda_0 = 1\mu m$ and a relativistic gamma factor corresponding to the accelerated ion energy of the order of 8 GeV (see below), the threshold amplitude is $a_{RR} = 915$. This corresponds to an intensity of $I \approx 10^{24}$ W/cm$^2$, which is substantially larger than that in our simulations. Tamburini \textit{et al.}\(^\text{56}\) have found that at an intensity of $I \approx 10^{23}$ W/cm$^2$, close to the parameters of our simulations, the radiation reaction effects, although noticeable, do not drastically modify the ion acceleration process. Here, we note that in the range of parameters under consideration, quantum electrodynamics effects can weaken the radiation reaction force.\(^\text{7,57,58}\)

The aim of PIC simulations is to investigate the dependence of the energy of accelerated ions on the initial displacement of the target along the $y$-axis.

In Figs. 4(a)–4(d), we present the electromagnetic field and electron and ion density distributions in the $(x, y)$ plane at $t = 100$. Here, and below, the laser’s period $2\pi/\omega$ and wavelength $\lambda$ are the time and space units, respectively. Fig. 4(b), with the distribution of the $z$-component of the electromagnetic field in the $(x, y)$ plane, shows the laser pulse reflection from the target receding with relativistic velocity. Due to the double Doppler effect, the wavelength of the reflected light is substantially longer than that of the incident radiation. The laser field interaction with the plasma target is
accompanied by a high-order harmonics generation that is distinctly seen as the short-wavelength scattered radiation. The up–down asymmetry of the $E_x(x, y)$ component appears due to the asymmetry of the initial position of the target with respect to the laser pulse axis. One can also see a strong longitudinal quasistatic (long–wavelength) electric field formed at the rear side of the target. This field is due to the electric charge separation and it accelerates positively charged ions. From Figs. 4(c) and 4(d), it follows that where the electron and ion density distributions in the $(x, y)$ plane are shown, the electrons pushed forward by the laser radiation almost move together with the ions pulled by the electric field. In Figs. 4(e) and 4(f), we present the phase planes $(x, p_x)$ of the electrons and ions, respectively, which demonstrate that the electrons and ions with the highest energy are localized in the same region.

In the process of nonlinear interaction with the MLT, the laser pulse becomes modulated in the transverse direction, as is seen in Fig. 4(b). This makes the interaction with the target of initially Gaussian pulse to be similar to that of the super-Gaussian pulse. As a result, the dependences of the $x$- and $y$-components of the ion and electron momentum on the $y$-coordinate shown in Fig. 5 are in qualitative agreement with theoretical curves in Fig. 3. Here, it is possible to see a characteristic double maximum profile in the ion distribution in the $(y, p_y)$ plane. The $(y, p_y)$ distribution clearly shows the target expansion on the periphery and the contraction in the near-axis region.

In Figs. 6(a) and 6(b), where we plot the distributions of the electron and ion density in the $(x, y)$ plane at $t = 250$, we see that the ions and electrons are mostly localized in the same region, although the target is strongly deformed and displaced in the vertical direction. Figs. 6(c) and 6(d) present the phase planes $(x, p_x)$ of the electrons and ions, with insets showing the electron and ion energy spectra, respectively. The electron component has a flat energy distribution with a maximum energy of the order of 8 GeV. The accelerated ion energy distribution shows a relatively narrow, approximately 20%, peak at an energy of the order of 4 GeV. The ion phase planes $(y, p_y)$ and $(y, p_y)$ in Figs. 6(e) and 6(f) demonstrate that high-energy ions remain localized in the near-axis region.
FIG. 5. The phase planes \((y, p_y)\) and \((y, p_y)\) for electrons (a) and (b), and for ions (c) and (d), respectively, at \(t = 100\). The initial off-axis displacement of the target is \(\delta y = 0.25\).$

FIG. 6. The distributions of (a) the electron and (b) ion density in the \((x, y)\) plane. (c) and (d) The phase plane \((x, p_x)\) and the energy spectrum (inset) of (c) the electrons and (d) ions. The ion phase planes (e) \((y, p_y)\) and (f) \((y, p_y)\). All the frames for \(t = 250\). The initial off-axis displacement of the target is \(\delta y = 0.25\).
The dependence of the accelerated ion energy, \( \mathcal{E}_z \), on the initial transverse position of the target, \( \delta r_0 \), is presented in Fig. 7 for different laser pulse amplitudes. Under the simulation conditions, the accelerated ions reach their maximum energy at a time of approximately 250 fs; hence, all the graphs correspond to that moment of time. In Fig. 7, markers denote the normalized maximum energy of ions, \( \gamma_p \), obtained in simulations for \( a = 325 \), 300, 275, and 250. The theoretical curves (denoted by dashed lines) are calculated as follows. The theoretical dependence of the ion energy on the initial target position follows from Eqs. (40) and (41):

\[
\mathcal{E}_{z,\delta r_0} = m_n c^2 \frac{2^{1/2}}{3} \frac{l^{3/4}}{c^{1/2} l_1^{1/2} r_0^{1/4}},
\]

This expression is valid for sufficiently large values of \( \delta r_0 \), provided that during the acceleration, the target does not move out of the path of the laser pulse. When \( \delta r_0 \rightarrow 0 \), the energy gain, Eq. (57), formally tends to infinity. Obviously, the ion energy from the off-axis localized target cannot be larger than the ion energy in the case of a target positioned exactly on the axis, \( \mathcal{E}_{z,\text{max}} \). To take this into account and fit the data in Fig. 7, we use the interpolation formula

\[
\frac{1}{\mathcal{E}_z} = \frac{1}{\mathcal{E}_{z,\text{max}}} + \frac{1}{\mathcal{E}_{z,\delta r_0}}
\]

with a fit parameter, \( s \gg 1 \). According to this formula, in the limit of a small \( \delta r_0 \), the ion energy is equal to \( \mathcal{E}_{z,\text{max}} \). For a large initial vertical coordinate, it is asymptotically proportional to \( \delta r_0^{-1/4} \), in accordance with Eq. (57).

According to Eq. (57), the ion energy decreases with increasing \( \delta r_0 \). In simulations, this decrease is slower than predicted by theory when the initial transverse shift of the target is sufficiently small, as shown in Fig. 7. This is due to self-modulation of the laser pulse in the transverse direction, which is distinctly seen in the electromagnetic field distribution in Fig. 4(b). The laser pulse self-modulation prevents the target from slippage out of the acceleration phase, thus elongating the acceleration and causing ion beam collimation, as seen in Fig. 6(e). As it follows from the dependences presented in Fig. 7, the laser pulse modulation effects are significant for \( \delta r_0 < 0.5 \mu m \).

IV. CONCLUSIONS AND DISCUSSION

We presented a study on the effects of the laser pulse transverse inhomogeneity on the radiation pressure-dominant acceleration of ions. Within the framework of a thin foil approximation, we found the dependence of the accelerated ion maximum energy on the off-axis displacement of a mass limited target for Gaussian and super-Gaussian laser pulse profiles. When the target was irradiated by the Gaussian laser pulse, it was pushed away from the pulse by the ponderomotive pressure of electromagnetic radiation, whereas in the case of a super-Gaussian pulse, the central part of the target could undergo self-contraction, provided its initial off-axis displacement was sufficiently small. The 2D PIC simulations corroborated the theoretical calculations if the target had a large initial coordinate in the vertical direction. If the target was positioned in the vicinity of the axis, the self-modulation of the laser pulse in the transverse direction prevented the target from slipping out of the acceleration phase, thereby elongating the acceleration and causing ion beam collimation.

The obtained results can be used to determine the required experiment laser-target alignment parameters and/or as diagnostics for ion acceleration by the laser radiation pressure.
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